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Many image segmentation models work efficiently when segmenting images
with prominent edges and regions but often we need to segment images with
low contrast, unilluminated objects, inhomogeneity problems and images with
overlapping region of almost homogeneous intensities.
In fact these mentioned images pose challenges to the existing models. In this
paper, we proposed a new variational model for image segmentation, based on
a robust local statistical information.
In contrast with the existing models, the experimental results validate that the
new proposed model is robust in terms of accurate detection in such tough
images.
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1. INTRODUCTION

Image segmentation is a fundamental task and central problem among image processing
application and computer vision. The aims of image segmentation is to extract objects
from background and convert it into classes or categories, corresponding to different
regions. After segmenting the images, each pixel should belong to only one class. In other
words, image segmentation is used to partition the given image into different objects,
each having some similar features, e.g, color, intensity and texture. There are several
approaches to solve image segmentation problems, such as watershed algorithms (J.
Weickert and G. Kuhne, 2003), region growing and emerging (R. Adams and L. Bischof,
1994), minimum description length criteria (Y. Leclerc, 1990), and Mumford-Shah (MS)
energy minimization (D. Mumford and J. Shah, 1989). Recently, PDE-based active contour
models (T. F. Chan and L. A. Vese, 2001)(M. Kass, A. Witkin and D. Terzopoulos, 1988)(L.
A. Vese and T. F. Chan, 2002) for curve evolution have been popular for image segmentation.
In a few decade years, a variety of image segmentation models based on variational
techniques have been introduced. Mathematically these image segmentation models are
well studied and are defined in continuous setting.

The MS model was firstly proposed as a general image segmentation model by Mumford
and Shah in (D. Mumford and J. Shah, 1989). The goal of the MS energy functional is to
segment a given image u into different regions in terms of intensity, color, texture etc. The
MS general energy functional is given by:
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(1)

where    is a bounded domain in                    [0, 1] is a given image. The first term in
(1) is called fidelity term which penalize the difference between the smooth image      and
the original image u, keeping remaining constraints (terms) in consideration. The second
term is called regularizer which helps to give u smooth in the region           inside the
prominent edges. The third is the length term, which helps to shorten edges as possible
so that edges look straight. Where    and    are positive (tuning) parameters. With this
mechanism, whenever an image     is segmented, an image u is obtained with smooth
regions and clear sharp edges. In other words, a cartoon version of a given image is
obtained.

The second well known variational image segmentation model is the active contour
model or snakes model, proposed by Kass et al in (M. Kass, A. Witkin and D. Terzopoulos,
1988), has proved an efficient structure for image segmentation. The main idea of active
contour model is to start initially with a curve around the object to be detected, and the
curve moves toward the boundary of the object. The snake model of (M. Kass, A. Witkin
and D. Terzopoulos, 1988) aims to find the segmentation curve C (in parametric form with
                                  by solving the problem

(2)

One of the chief draw backs of this technique is, its sensitivity to initial contour and the
difficulties arisen from topological changes like the merging and splitting of the evolving
curve. Since the Snakes model was proposed, many methods have been proposed to
modify it, in which level set method proposed by Osher and Sethian (S. Osher and J. A.
Sethian,1988) is the most popular and successful one.

An energy functional in variational models for image segmentation usually consist
two main energy functionals, known as external energy and internal energy. An external
energy functional helps to drive the active contour towards the actual boundaries of an
object, whereas internal energy functional helps to maintain the smoothness of the active
curve. In region based variational models of image segmentation, the external energy is
usually the data fidelity term. In most of the variational region based models(X. F. Wang,
D. S. Huang, H. Xu, 2012)(N. Badshah and K. Chen, 2010)(T. F. Chan and L. A. Vese,
2001) a fidelity term embeds the image data in energy functional using the concept of
statistic variance.

2. THE CHAN-VESE MODEL (CV

We organized this paper in the following way. Section 2 describe a review of the
Chen-Vese model (T. F. Chan and L. A. Vese, 2001). Section 3 reveals a latest segmentation
model (X. F. Wang, D. S. Huang, H. Xu, 2012). In Section 4 we present our proposed
model for image segmentation and derive the Euler-Lagrange equation. Section 5 exhibits
experimental results.

T. F. Chan and L. A. Vese (T. F. Chan and L. A. Vese, 2001)proposed an active contour
region based model.

The proposed energy functional of the CV model is given by:

(3)

where    is a variable curve with a given              and c1, c2 are constant approximations
of z(x, y) inside and outside     respectively.

In level set formulation (S. Osher and J. A. Sethian,1988)(J. A. Sethian, 1999), the
equation (3) is given as :
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(4)

where    is a level set function, H(.) is the Heaviside function and   (.) is the Dirac delta
function.

Minimization of F(   , c1, c2) with respect to c1 and c2, yields

assuming that the curve has nonempty interior and exterior in    .
By using regularized versions of H and   , denoted by     and    , with    . =      ,

the regularized version of                    is denoted as                    .
Minimization of       respect to     yields the Euler-Lagrange equation for    :

(5)

where    is an exterior unit normal to the boundary      and        is the normal derivative

of    at boundary (T. F. Chan and L. A. Vese, 2001). Then once    is found, the piecewise
segmented image is given by

The CV model work well in images free of en-homogeneity problems and in such case
c1 and c2 are good approximations of z inside and outside the dynamic curve     respectively.
However, in images acquired with low frequencies, unilluminated objects, overlapping
regions of homogeneous intensities, the performance of the CV model is very devastating.
The experimental results in section 5 validate this discussion.

3. THE LOCAL CHAN-VESE MODEL (LCV)

To modify the CV model for images with intensity inhomogeneity, X-F. Wang et el (X.
F. Wang, D. S. Huang, H. Xu, 2012) proposed LCV model by incorporating their local
statistical functional in the CV energy functional.

The proposed regularized energy functional of the LCV model in level set formulation
is given by:

(6)

where           are constants and are used for assigning different weights and        .
denotes the difference image                         where    is an averaging convolution
operator of window size         .
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The first term                           of the energy functional given in (6) is a regularizer term
that helps to maintain the smoothness of the active curve.

The second term is a global term which helps
the active contour to capture the main structure of objects/regions an image. The third term

is a local term which contributes in
detecting small and valuable details.

In similar lines to section 2, minimization of leads to the following
solutions,

and

(7)

The LCV model work well in many images effected with image inhomogeneity problems.
However, our experimental results revealed that low contrast images, images acquired
with low frequencies, unilluminated objects, overlapping regions of homogeneous intensities
the performance of the LCV model is not satisfactory. The experimental results in section
5 validate this discussion very well.

4. THE PROPOSED COEFFICIENT OF VARIATION BASED
SEGMENTATION MODEL (PSM)

In the PSM, we will use the coefficient of variation CoV as a fidelity term instead of
variance which can be mostly seen as a fidelity term in existing region based models (X.
F. Wang, D. S. Huang, H. Xu, 2012)(N. Badshah and K. Chen, 2010)(T. F. Chan and L.
A. Vese, 2001). In contrast with the existing models, experimental results using CoV as a
fidelity term in the PSM show best result in terms of accurate detection.

Based on the concept of coefficient of variation CoV (S. E. Ahmed, 1995)(M. Mora, C.
Tauber, H. Batatia, 2005), we propose a new model for image segmentation given by:

(8)

where                are constants and are used for assigning different weights and
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The PSM for a given discrete image z may be explained as follows:
By denoting the image intensity value at position       as      , the variance is defined
as:

which can be seen as a fidelity term used in many existing models (X. F. Wang, D. S.
Huang, H. Xu, 2012)(N. Badshah and K. Chen, 2010)(T. F. Chan and L. A. Vese, 2001),
whereMean(z) denotes the mean intensity of a given image.

The CoV is defined as:

The value of CoV is smaller in uniform areas than the areas where there are edges [15,
19]. It means that a smaller value indicates that pixels belong to the uniform region and
larger value indicates that pixels belong to the edges. The properties of CoV (M. Mora,
C. Tauber, H. Batatia, 2005) (M. A. Schulze and Q. X. Wu.,1995) imply that it can be used
as a good region descriptor, that is, it can be used as a image data fidelity term. The
experimental results ensure that the performance of the PSM is far better than the existing
CV and the LCV models in segmenting the challenging images.

Thus we consider the regularized problem in level set formulation as

where

In similar lines to section 2, minimization of                          leads to the following
solutions,

and

By using the AOS method as done in (T. Lu, P. Neittaanmaki, and X. C. Tai, 1991)(J.
Weickert, B. M. ter Haar Romeny and M. A. Viergever, 1998)(J. Weickert and G. Kuhne,
2003)

Ghulam Murtaza, Haider Ali, Noor Badshah

34 Journal of Information & Communication Technology



to solve the PDE (9), the following system of equations is obtained:

where I is the identity matrix and          or       1, 2 a tridiagonal matrix.

5. EXPERIMENTAL RESULTS

In this section we present some experimental results. The experiments show that the new
method PSM performs better when segmenting low contrast images, images with fuzzy
edges, images with homogeneous overlapping regions.

In the start, we demonstrate comparison of the proposed PSM model with the CV
model, and secondly we give some experimental results to compare the proposed PSM
with the LCV model. For clarity, we shall denote by

M-1 . the CV model
M-2 . the LCV model and
M-3 . the proposed PSM model.

The figure 1 displays a real brain image and the performance of M-1 and M-3. The
figures 1(b), 1(c), 1(e) and 1(f) exhibit clearly the performance of M-1 and the proposed
M-3 model. It can be easily observed that the M-3 is robust in accuracy. In addition, the
segmented result 1(e) and 1(f) ensure the quality of detection of the proposed method.

The figure 2 shows a synthetic image with the performance of M-1 and M-3. In each of
the figures 2(b), 2(c), 2(e) and 2(f), the performance of M-1 and M-3 can easily interpreted
that M-3 is robust in accurate detection.

The figure 3 displays a synthetic image and the performance of M-2 and M-3. In contrast
with M-2, the figures 3(b), 3(c), 3(e) and 3(f) clearly exhibit that the proposed M-3 is
robust in accurate detection. The same conclusions can be derived from figures ?? by
observing the figures 4(b), 4(c), 4(e), 4(f), 5(b), 5(c), 5(e) and 5(f)that M-2 fails to complete
the task and the performance of M-3 is robust in accuracy.

Fig. 1
Segmenting a real brain image, using the M-1 method and the proposed M-3 method:
(a) Initial contour; (b) Result of M-1 model; (c) Segmented Result; (d) Initial contour;

(e) Result of M-3 model; (f) Segmented Result; size=256 X 256.
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(f) Segmented Result

(a) Initial Contour (b) Result of M-1 (c) Segmented result

(d) Initial Contour (e) Result of M-3



Fig. 2
Segmenting a synthetic image, using M-1 method and M-3 method: (a) Initial contour;
(b) Result of M-1 model; (c) Segmented Result; (d) Initial contour; (e) Result of M-3

model; (f) Segmented Result; size=256 X 256.

Fig. 3
Segmenting a synthetic image, using M-2 method and the proposed M-3 method: (a)

Initial contour; (b) Result of M-2 model; (c) Segmented Result; (d) Initial contour; (e)
Result of M-3 model; (f) Segmented Result; size=256 X 256.

Ghulam Murtaza, Haider Ali, Noor Badshah

36 Journal of Information & Communication Technology

(a) Initial Contour (b) Result of M-1 (c) Segmented result

(d) Initial Contour (e) Result of M-3 (f) Segmented Result

(a) Initial Contour  (b) Result of M-2 (c) Segmented result

(d) Initial Contour (e) Result of M-3  (f) Segmented Result



Fig. 4
Segmenting a synthetic image, using M-2 and M-3: (a) Initial contour; (b) Result of M-2
model; (c) Segmented Result; (d) Initial contour; (e) Result of M-3 model; (f) Segmented

Result; size=256 X 256.

Fig. 5
Segmenting a hardware image, using the M-2 method and the M-3 method: (a) Initial
contour; (b) Result of M-2 model; (c) Segmented Result; (d) Initial contour; (e) Result

of M-3 model; (f) Segmented Result; size=256 X 256.
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(a) Initial Contour (b) Result of M-2 (c) Segmented result

(d) Initial Contour (e) Result of M-3 (f) Segmented Result

(a) Initial Contour (b) Result of M-2 (c) Segmented result

(d) Initial Contour (e) Result of M-3 (f) Segmented Result



6. CONCLUSION

A new model of image segmentation is proposed which utilizes both local and global image
information using local statistical functional and coefficient of variation. The experimental
results validate that this new model is robust in accurate detection than the existing
segmentation models.
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